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This paper presents the results of using several different machine learning models (Gaussian Naive Bayes, Logistic Regression, Decision Tree Classifier, K-Nearest Neighbors, AdaBoost Classifier, XGBoost Classifier, and Random Forest Classifier) to predict stroke. The results show that AdaBoost, XGBoost, and Random Forest Classifier had the highest accuracy scores (95%, 96%, and 97% respectively) and made the least number of incorrect predictions. These models are therefore the best suited for stroke prediction and could be used by doctors to predict stroke in real-world situations.
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This research work used machine learning approaches to predict stroke by analyzing various features such as hypertension, body mass index, heart disease, average glucose level, smoking status, previous stroke, and age. Ten different classifiers were trained and tested, including Logistic Regression, Stochastic Gradient Descent, Decision Tree Classifier, AdaBoost Classifier, Gaussian Classifier, Quadratic Discriminant Analysis, Multi-Layer Perceptron Classifier, K-Nearest Neighbors Classifier, Gradient Boosting Classifier, and XGBoost Classifier. The results of these classifiers were then aggregated using a weighted voting approach, which resulted in an accuracy of 97%. The weighted voting classifier also had a high area under the curve value and had the lowest false positive and false negative rates compared to the other classifiers. As a result, the weighted voting classifier is considered to be an effective model for predicting stroke that could be used by doctors and patients to early detect and prevent a potential stroke.
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This research used machine learning to predict which patients are at high risk for stroke by using three different machine learning algorithm models: Naive Bayes, Decision Tree, and Random Forest. The models used patient health history as attributes for prediction. After testing, the Random Forest method had the highest accuracy at 94.781%, followed by the Decision Tree method with 91.906% accuracy and the Naive Bayes method with 89.976% accuracy. Therefore, the Random Forest method was found to be the most accurate of the three methods for predicting stroke risk in patients.